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Abstract

Large IT programs, such as ERP implementations, are massively impactful long-term initiatives that
pervade multiple departments of the organization including IT, business, infrastructure, security, training,
PMO, third-party services and the like. Large programs are unique in several other ways too, such as the
high amount of executive visibility they carry, the number of different vendors and the consequent
dynamics involved, the sheer amount of interdependencies among the different parts of the program, and
the vast amount of changes that the interdependencies spawn. In short, a large program is much bigger
than the sum of its parts.

Administering Quality Assurance (QA) for such large programs calls for a vastly different approach vis-a-
vis for medium or small projects. The QA Program Manager, as the person responsible, will need to be
well-versed with the uniqueness of large programs. Despite QA fundamentals remaining the same, the
integrated nature of large programs are bound to stretch the QA processes to their limits. Hence, any
attempt to straightjacket QA as a bundle of processes, methodologies, tools and strategies is most likely
to fail.

The key to QAS success, will be how well the QA Program Manager can manage the integration aspects

of QA, over and above managing the customary technical aspects of QA. The integration aspects cut
across areas such as team organization, team building, communication, test processes, test planning and
test management. Examples of a few integration items would include (1) org structure balancing QA 6 s
integration and independence needs (2) integrated dependency planning, tracking and reporting (3)
common set of testing processes and nomenclature that merge the vendor-specific differences (4) strong
governance model to control process adherence and deviations (5) framework to manage multivendor
dynamics and promote a badgeless team (6) integrated test environment landscapes, their conflicts, and
data refresh strategies (7) defect fix turnarounds and defect aging in a multi-vendor / multi-team scenario
(8) Regression scope and ownership and (9) Performance testing integration.

The paper elaborates on the management of the above listed integration aspects for large programs, and
discusses some of the better practices to deal with them effectively.
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1. Introduction

As described in the abstract, large IT programs have several unique characteristics compared to small
and medium IT projects. These characteristics influence the application and management of QA activities
for large programs in equally unique ways.

In typical IT projects, QA6 s | nrangds a wite e/ariety of activities from reviews, walkthroughs and
inspections, to the most well-known role of testing, and also extend to specialized roles such as
governance and consulting. Even though the underlying fundamental principles for these activities remain
the same across all types of projects, it is the size and type of projects that influence the activities with
respect to their scope, strategy or approach, rigor, situational significance, and the like.

The objective of this technical paper is to review these distinct aspects of administering QA for large IT
programs.

Due to the vastness of the subject, this paper will limit the discussion to what is different compared to the
standard QA practices or methods.

The paper starts with a discussion of the characteristics of large IT programs and their influence on the
QA processes.

It then discusses the top QA ar eas whi ch i n t hhave thelmaximumdirepactir fher i enc e

context of large programs, namely: (1) QA org structure, (2) risk and dependency management, (3) test
nomenclature, (4) flexibility of strategy and governance, (5) status reporting cadence (6) environment
management (7) defect management (8) Regression model and (9) Performance testing.

2. Characteristics of Large IT Programs

Let us start by observing some of the characteristics of a large IT program that set it apart from a medium
or small IT project.

2.1Span

Typically, large programs span multiple years and multiple releases, with incremental solution capabilities
delivered in each release. The programs involve and impact several business areas within the
organization, often concurrently, over an extended period of time.

2.2Integration

Over the course of the program, integration happens not just of the IT applications, but also of the
business areas as a whole. Prior to integration, the IT work starts off as small individual projects within
each of the business areas, mostly at an application level. During this phase, each project goes through
its own SLDC of requirements-design-build-test-deploy. As the program rolls on, the integration starts and
the individual projects start to come together. The integration grows, and so do the complexity and cross-
impacts across the the projects or applications or business areas.

2.3Vendor Methodology Differences

Each business or application area may have several IT vendors offering their products and services.
Each vendor would bring its own IT and QA methodologies and tools. At the initial stages of the program,
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prior to integration, the diff er en erenach,ihawevareonce thel ol ogi e s
integration starts, they surely pose problems if they continue to remain distinct.

2.4Multi-Vendor Dynamics

The multi-vendor scenario in large IT programs can potentially cause considerable amount of
competitiveness among the vendors, which if unchecked, will adversely impact the program, because of
mutual dependencies that exist among the vendor teams.

The competitiveness, sometimes even friction, is not limited to the vendors only. Even the IT and
business units within the customer organization may have misalignments and conflicts, as they too would
have operated as independent units prior to their collaboration as a part of the program. The vendor
organizations getting caught in the cross fire between the departments is not uncommon.

2.5Top-Management Visibility

Yet another aspect worth drawing our attention to is the high amount of top management visibility that
large programs carry. The high executive visibility is due to the large budgets and spends involved, as
well as due to the potential stock price impact and market expectations from such high visibility programs.

The above listed unique characteristics, though are not QA-specific, they impact and influence QA
activities as much as they do for the rest of the program. They introduce numerous parameters and
challenges that force changes to the way QA is administered in a normal project. It is discussed in the
following sections.

3. Org Structure for QA Integration and Independence

<

Given the complexity of al ar ge progr am, QAb s s edivw ®fsassuringnquatityewelt i ng i t
depend on how QA is structured within its own organization, as well as on how QA is integrated with the
rest of the program.

The key factorst o bear in mind when defining the organizatio
efficiency in operations, integration with the program, and independence in its operations.

3.1Efficiency within QA

Efficiency looks att he best ways of gr oupi ncplaQrativrs and @alhctsity f o r ma X
gains. In addition to project delivery which is at the core of QA activities, there are several other tasks

typical of large programs that consume a considerable amount of time and effort. Unless if efficiently

grouped and managed, these tasks can prove to be quite costly. They include change request

management, budget and resource management, process management, metrics and measurement,

environment planning and governance.

3.2QA-Program Integration

In large programs, due to their size and speed, things are constantly in flux and not many people get an
end-to-end view of the program. It becomes too much of changes to keep up with, even with the best
connected of teams. Without QA well integrated with the rest of the program, and especially with QA
being at the end of the SDLC, it often suffers due to late change notifications, late discovery of
dependencies and compression of timelines.
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3.3Independence of QA

Independence stems from the fact that QA has to be objective in its assessment of quality and risks to
serve the best interests of the program. This cannot be done effectively, unless if the org structure allows
QA sufficient independence and authority. It needs independence to call out the status and risks as it
sees, and needs authority to secure the support of other teams to action on the risks and issues.

The diagram below illustrates an organization that supports the efficiency, integration and independence
needs of QA.

Program Sponsor ~ """ - oo

Program Manager -------------~~~----- QA Org Leadership

| | | QA Prog Manager

I——PM I——PM I——PM :

QA PMO
Dev Mgr Dev Mgr Dev Mgr

Governance

| | [ | |
QA Mgr QA Mgr QA Mgr

Environment

App / Bus Areal App / Bus Area2 App / Bus Area3

4. Managing Risks and Dependencies

Now that we have the right org structure in place that
provides the launch pad for dealing with the project risks and dependencies in a proactive manner. The

intent should be to get visibility as early as possible into the changes, risks and dependencies that impact

the program, and also to provide QA the ability to influence the stakeholders positively to remedy a risk or

an issue.

The requirement then is to set up the right forums for interactions and communications where QA is a part
of all key discussions on program status, changes and risks.

Some of the key tools and mechanisms that have been found to be most effective for this are
Interdependency Meetings with Program Team, Weekly Status Meetings with Program Leadership, Risk
and Issue Logs.

4.1Interdependency Meetings

Interdependency meetings are where the different teams involved in the program come together,
preferably on a weekly basis at least, and discuss the developments and changes happening in their
respective areas. The meetings typically involve the Program Manager as the chair, and the IT Project
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Managers, Solution Leads of each application area, and sometimes the Business Leads as well. QA
Program Managers must be a part of this meeting. The QA Program Manager can be supported by the
QA Leads of individual application areas, but it is not mandatory, as the intent of these meetings are not
to analyze the technical solution details or make instantaneous decisions, but more to discuss the plan,
schedule and dependencies, changes so that each team can take them away for its own impact

assessment.

The interdependency meetings are driven out of an Integrated Program Plan (IPP), the high-level project

plan that summarizes the key milestones fromindivi dual teamsdé detailed proj
deployment, training etc). These meetings, notwithstanding the challenges of maintaining the IPP up-to-
date, are vital for communicating and analyzing project interdependencies and cross-impacts.
Shown below is the Gantt view of a sample Integrated Program Plan that shows its key milestones across
multiple releases.
Integrated Program Plan
Version - IPP_1.0 Year 2013
Quarter Q1 Q2 Q3
) Period 1 2 3 4 5| 6 7
Program Milestones week [1T2T3TalsTel7T gl 9T10[11T12M1a1al1516117118[10] 20 211252 24] 25T 2627
. . Start| End |&|&[S|S(8|8|2|ele|&|2|S|1S(2|:|2|2|2|2|8(8|8|5|5(3|3|3
Milestone Description Status ot e 1A D N i R e B B e e A R A A B L A L e B A e B
Date | date |&|@°|- || ||~ = RN R TGN RMEINR N BRI
,‘{_v - M e e e e e e e e e e e N e
Rel#1-March Design 6-Jan 18-Jan Rel#1 DESIGN
Rel#1-March Build (incl FUT) 20-Jan | 22-Feb
Rel#1-March Peformance Execution 11-Mar | 28-Mar Rel#1 PERF
Rel#1-March SIT & Regression Testing 17-Feb | 28-Mar Rel#1 SIT/ REGRESSION
Rel#1-March Training 4-Mar | 15-Mar TRAINING
Rel#1-March UAT & Regression Testing 24-Mar | 28-Mar Rel#1 UAT
Rel#1-March Go Live & Warranty 29-Mar | 26-Apr |__Rel#1 GO-LIVE
Rel#1-April Design 14-Jan | 29-Mar Rel#1- APR DESIGN (SAP/ BI
Rel#1-April Build 18-Feb 5-Apr
Rel#1-April FUT 1-Apr 9-Apr Rel#1- APR FUT
Rel#1-April SIT/ Regression 8-Apr 16-Apr Rel#1- APR SIT/ REGRES
Rel#1-April Peformance Execution 15-Apr 19-Apr Rel#1- APR PERF]
Rel#1-April UAT & Regression Testing 15-Apr | 19-Apr Rel#1- APR UAT/ REG
Rel#1-April Go Live & Warranty 21-Apr | 17-May ~ [1_Rel#1 - April Go-LIVE
Rel#2-May Design 1-Feb | 29-Mar Rel#2 - MAY DESI
Rel#2-May Build (incl FUT) 22-Feb 17-Apr
Rel#2-May Performance Execution 29-Apr | 17-May | Rel#2 PERF
Rel#2-May SIT & Regression Testing 10-Apr | 10-May Rel#2 SIT/ REGRESSION
Rel#2-May Training 22-Apr 4-May TRAINING
Rel#2-May UAT & Regression Testing 12-May [ 17-May Rel#2 UAT
Rel#2-May Go Live & Warranty 19-May [ 20-Jun [T_Rel#2 GO LIVE
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The illustrations below are those of the Integrated Program Plan and detailed QA project plan in Microsoft
Project. It shows how the detailed QA project plan is tied into the Integrated Program Plan.

Tazk Name IPFF Statu— Resource Names Start Finish Reason for Delay
3 Incd h: 3 3 Compl.‘.’.
1 =| Integration Release 3.1 End State Mon 111410 HA 43%
2 =| Store/DC Integration Rollout Mon 111410 HA 43%
3 - Strategy & Analysis Mon 11110 HA T%
4 App-& Milestone: Approved & Signed Off Project Char @ Wizd 10511 Tue 2H 11 100%
S + Business Requirements @ Mon 11110 Fri 11411 100
12 App-& Deliverable: Executive sign off on Scope and oo @ Fri1iai Fri 1114011 100%:
13 +| Solution Blueprint O Thu 4711 Fri 62411 98%
17 App-& Deliverable: Solution Blueprint Complete O Fri Bf2411 Fri 624111 0%
18 + Non-Functional Requirements @ Mon 14741 Wed 42711 100%
23 App-& Deliverable: Mon-Functionsl Recuirements Comg @ Wi 412701 Wi 402711 100%
24 +| Data Conversion Strategy @ Mon 11711 Mon #4411 100%
29 App-& Deliverable: Data Conversion Strategy Complete @ tdan 44511 tdan 454011 100%
30 + Implementation Strategy @ Mon 11711 Fri 415/11 100%
35 App-& Deliverable: Implementation Strategy Complete Fri 415011 KRS 0%
36 =| QA Planning @ Sreeram Gopalakrishnan Tue 45111 Mon 1912 B0%
37 + Estimate & Schedule @ Sreeram Gopalakrishnan Tue 45411 Wed 63411 99%
42 + Develop High Level Environment Plan @ Sreeram Gopalakrishnan Tue 4511 Mon 41811 100%
46 + Validate Test Tools @ Sreeram Gopalakrishnan  Mon 472541 Tue 5/31/11 100%
50 +| Finalize Master Test Plan O Sreeram Gopalakrishnan  Mon 472541 Fri 7/29/11 96%
29 + Onboard and Orient Staff @ Sreeram Gopalakrishnan Tue 4511 Thu 8/411 99% :
B3 + Create a Test Execution Plan @ Sreeram Gopalakrishnan Fri 9211 Mon 1912 L
kil + Create Test Data Plan @ Sreeram Gopalakrishnan  Mon 8722411 Fri 9/30/11 13%
T4 +| Security Risk Assessment Tool @ Tue 32941 Thu 10:20/11 390
&1 App-& Deliverable: Security Risk Assessment Tool Cor C) Thu 1052001 | Thu 10020411 0%
g2 App-4 Milestone: SAP Integration Strategy & Analysis Phase C Fri12/31/49 &, 0%
83 + Environment Build @ Tue 21111 Tue 92011 B4%
144 App-£& Milestone: Environment Builds Complete C) Tue /20011 Tue 920/1 0%
143 + Design @ Mon 111410 Fri 92311 93%
323
Task Name IPFFR: Sta* '~ |Resources Start Finizh % Compl~*~ | Reason fcr
b Ircd 4 b Delay
1 =| Integration Release 3.1 End State @ Mon 11114% | Wed 82212 34%
2 + App-A Strategy & Analysis @ Mon 11110 Mon 1/912 95%
a1 App-A Milestone: SAP Integration Strategy & Analysis Phaze Complete 0 Thu10/20M1 | Thu 10520011 0%
g2 + App-A Environment Build O Tue 21111 Tue 320111 B4%
143 App-A Milestone: Environment Builds Complete 0 Tue 952011 Tue 952011 0%
144 + App-A Design @ Mon 1111¢ | Thu 1124411 97%
746 App-A Milestone: Updated Traceahbility Matrix Complete 0 Fri 952311 Fri 952311 0%
747 App-A Milestone: Design Phase Complete O Fri 952311 Fri 952311 0%
748 + App-A OA Design @ Sreeram Gopalakrishnan  Wed 6141 Tue 1122411 52%
1068 + App-A Build - Spring Deployment @ Mon 1114% | Tue 61212 92%
1794 -l App-A Testing @ Tue 8211 Wed 82212 12%
1793 =l App-A QA Execution @ Sreeram Gopalakrishnan  Tue 1 Fri 3/ 29%
1796 + Environment Preparation @ Sreeram Gopalakrishnan  Tue 8211 Fri 84611 A00%
1802 + Integration Test Execution: Cycle 1 @ Sreeram Gopalakrishnan  Thu 34511 Fri 1028111 99%
1809 + Integration Test Execution: Cycle 2 @ Sreeram Gopalakrishnan  Fri 101411 Wed 1130111 29%
1821 + Integration Test Execution: Cycle 3 C) Sreeram Gopalakrishnan Mon 112811 Mon 12312 0%
1830 + System Test Execution: Cyele 1-HOT REQUIRED @ Sreeram Gopalakrishnan  Fri 102841 Thu 124141 100%
1835 + System Test Execution: Cycle 2 C) Sreeram Gopalakrishnan Mon 112811 Mon 1723412 0%
1840 + System Test Execution: Cycle 3 (:) Sreeram Gopalakrishnan Mon 11612 Fri 211712 0%
1645 + User Acceptance Testing (UAT) C) Sreeram Gopalakrishnan Mon 272712 Fri 311612 0%
1848 Regression Testing C) Sreeram Gopsalakrizhnan bon 15842 Fri 2HTH2 0%
1849 + QA Closure @ Sreeram Gopalakrishnan Mon 103141 Tue 22112 1T%
1856 + App-A Testing Milestones | Tasks reviewed with SAP C) Fri 91611 | Wed 82212 0%
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4.2\Weekly Status Meetings with Program Leadership

Weekly Status Meetings with Program Leadership is another important forum that serves a very important
function. Unlike Interdependency Meetings where the focus is on cross-project dependencies and
impacts of plan or schedule changes across different teams, the weekly status meetings are to discuss
progress against plan. Actual progress against plan is discussed and the top factors slowing down the
progress are either resolved or marked for escalation. Due to the size of the program, the Weekly Status

Meetings are conducted out of Summarized Program-Level Weekly Status Reports, that are

versions of the Detailed Weekly Status Reports of individual project teams.

rolled up

The below two illustrations are those of program-level weekly status report, and QA-level weekly status
report. You can notice how the summarized QA milestones in the program-level report are blown up into
low-level milestones in the QA-level report.

Integration Release R3.1 Project Manager. oo
Portfolio Owner: xoooc
Business Owner: xo00
Status Date: dd-mmm-yyyy
Overall Status Key Indicators
Current Previous Forecast — -
(o recast
Overall AN A = Milestone (Spring | FlanStart | PlanBnad | 0 Fnd | % Complete
Schedule N A\ =3 Release} Data Dats Date
Resources AN AN <:> Stralegy /Andlysis ] Oct28110 | May30i1 | Ju2811 100
Budget JAN VAN = Design @ Jan 1711 | Auwg 911 | Aug 911 100
High Level Status Build— Drop 1 [@)] Jul15M11 Sep16/11 Sepl16/11 100
Overall Status (Yellow} Build — Drop 2 @ May1511 Ociai1 | Octar 100
= Ability fo meet SIT Eniry Criteria al isk. Open defecls. .. Build— Drop 2b {App-B CR’s) @ Oct 14111 Nov211 NovZ511 100
« 1 Crilical (1 App-B) .
« 13 Major (8 App A IT, 3 App-B, 1 QA, 1 App-A-BIL) Build — Drop 2c (Int Reporis) @ Sep19/11 | Nov2511 | Nov2&11 100
= Teslcases not execuled at least once: 119 Test-4 wall + Inlegration - Sepl16111 Jan 2712 Feb 17112 96
= Delivery of cleansed full production vol. data {No Promised date)
e e o G P ¢ SIT AN Nov2811 | Feb1712 | Jun1312
- Dress R dalais 1a be 100% Balch Tuning / Performance Testing AN Feb24112 | Juman2 TBD
= Confingency plan in mation: Generale batch fune data N s
- QA Environment delivery delay Tor full dala loads (SIT, Perf, Tune) Live ® Feb 1512 | Mar2sn2 | Aug 2012
Stabilization Period @ Mar26M12 | Apr20M2 | Seplin?
Roll-oul exisling DC users @ Ar2312 | Mayi2012 | Ocl2612
Key Issues
Mistn Reasonfor Y /R Path to Green
- = Team Issue Path 1o Green Target
Bich Tune Complete data cleansing Achieve 90% clean P-Feb 812 Rslutn
Btch Tune “Real” data avibity for Get full data in App-B PerfEnv. : N -
Tuning and Perf Test P-Feb 2412, F: Mar 1612 BiL Team m‘:“; i “id“"')“" + clean fm App-A ME ”_“"m"' e "Mde talled ptn E; %
Test Uniikely to meet SIT Reprieve: SITEntry crleriaP: Fb1s AppBSD | Impact of Variable Lead times in COM schedules {Iss Present CR to CCB for approval P-TBD
entry criteria #2443) (CR-60Z)
Test Env for large vol data Commited date for QA env defivery
AppB-SD | Minshifiife from DG not being populated in App-B. Iss | App-Bito design — share design with P:TBD
Test Dedicid resncs for data Commited resources and timeline: #4267, CR#612) atherteams — App-B Type BCR
validation
AppB-SD | Hdrand Tikr porfions missing on Site Dply table {Iss# App-Bto drafl CR P-TBD
P 4357, CR597)

) ToDae ) p © AppB-SD | App-Bnot populating Quota indicalor (CR-604) App-B to populale for Track 2 P-TBD
$4.5MM SIMM $3.5MM AppBSD | CaseUPCi# on ltem file not an SKU (Iss #4424) App-Bta finalize design P-TBD
Ctlml;l:‘(g:wc) ‘ Va'm:;(AD) AppB- Dedicated resrces for large vol data testing (Iss #4428) Confarn dedicated resncs and test plan P:TBD

Depl
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| nteg ratio n Rele ase R 3 1 QA Manager. Sreeram Gopalakrishnan
QA Status Report

Stalus Date: dd-mmm-yyyy

Overall Status Key Indicators
Current | Previous | Forecast Status Forecast
Milestone {Spring HEDEER || HO0ET || T % Complete
Overall A AN A Release} =3 Date | Endpate
Scope [ | [ | A Spring Test Plan @ Ocl28(10 | May30/11 | Aug31/11 100
Schedule [ | [ | AN Spring Test Design @ Jan 171 | oci21m1 | ocizam 100
Resources @ @ @ IT Cy1 - Execufion @ Sep17M1 | Oc2111 | Ocl231 100
Budget A A @ IT Cy2— Test Frep @ OcH7M1 | Dec0S11 | Jan9r11 100
. ITCy2 - E: | ] Ocl24/11 Dec30/11 | Feb17/11 95
High Level Status ITCy3— Prep @ Dec19M1 | Jan02M1 | Jan11/11 100
Overall Status ITCy3—E | | Jan0211 Feb03/11 | Feb1711 86
* Scope & Schedule Red: Open Sev1/2 Defects: 4 App-A, 4 App- | [ 51T Gy1-— Test Design A Sepl€r11 | Jan27M2 | Febloi2 90

B, 8 in Re-test, 16 Total 4% {117) TCs Yetto be E: d ST Oyl TesiPra ~ T2tz Papp— =

Trending Yellowby 17t Feb SIT entry. Risk of more def Oyl (d ald €

from Failed/Blocked TCs. SIT Cy1— Test Exec @ Feb 20012 | Mar 16112
= Budget Yellow: Revised budgets forIT and SIT in review. SIT Cy2— Execulion Mar 26/12 Apr2if2
Activities Completed this Week -

« IT Cy2& Cy 3: 93% TCs passed. 86 TCs Failed. 117 TCs SITCy3— Execuion May 712 | Jun8n2

Blocked by defectsordata issues. N
+ SIT scenario review for Master Data, History delayed. Key Issues / Risks
« SIT Test Prep: L5 interf: fvity test in prog -

WMS491B delayed due to WMS Env config issue. Team Issue /Risk Status Target
Activities for nextWeek Resolution
= 16 Open Sev1/2 defects. - -
= 86 Failed & 117 Yet ip be Executed TCs ?)lprzclAlT :_';lki IT%mﬂdmry#mmm‘:d gﬂpﬂl evelrisklogaed 16Mar
= Complete Landscape5 smoke test— WMS491B pending or macked up odla, agal onigl lease-level risklogg:

« SIT scenario review for MasterData, History planio 1Tr;lle‘=$lm App-B data, il Toriracking.

= SIT Cy1 Execution Plan Mitigation: Wehave an extra SIT Cydle,
= Master Data consistencycheck for SIT Cy1 Cy1will cover the scope of lesting App-A

Batchas with real App-B dala

Path to Green
App-B SDL Risk: Availability of basic, consistent App- QOpen. . 15/Feb
« Accelerated resolution /re-testof pending defects / TCs B dala sel for SIT Cy1 due lo dala Need approval fram Project
defecls. and QA leadership

« Conditional approval for deviation from SIT Cy1 entry nom.

= Revised SIT Cy1 test strategy to allow 2 weeks o geta basic dalaissues, SIT Cy2 and Cy3 as quality
consistent data set o run SIT scenarios. testcycles

= Budgetand staffing planapprovalforIT and SIT

Mitigation: Use SIT Cy1 1o resolve App-B

5. Test Phase / Type Definitions and Nomenclature

One of the common problems in large programs is the difference in the ways in which the vendors
involved refer to the test phases and test types. Usually, each vendor brings its own QA methodology and
nomenclature. While this is not a problem during the initial phases of the program where they operate in
silos, this starts to pose a problem once the integration starts. With each vendor referring to a particular
phase or type of testing in different terms, it leads to confusion and debates.

To quote a few examples, a certain vendor might refer to the QA phases as Functional Unit Testing,
Integration Testing, System Testing, User Acceptance Testing, whereas some other might refer to them
as System Testing, System Integration Testing, User Acceptance Testing. In the above example, the
Functional Unit Test of the first vendor would be the near equivalent of System Testing of the second
vendor and the Integration + System Testing of the first vendor would be the equivalent of System
Integration Testing of the second vendor. Such differences cause a lot of confusion and arguments during
the course of a program. Hence is imperative that the QA organization comes up with clear definitions of
the test phases and their nomenclature.

Another issue commonly observed with test phase and test type definitions is that not everyone in the
program would be clear about the differences between Test Phases and Test Types, particularly the non-
QA teams. Test Phases and Test Types get used interchangeably adding to the confusion.

A third issue related to test phase and test type nomenclature is the large number of non-standardized
test types that each vendor QA team brings in as a part of its methodology. String testing, Assembly
testing, Gravy testing, Connectivity testing, Link testing, Process-oriented testing, Data model testing are
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some examples of the non-standardized test types. Even smoke and sanity testing are understood very
differently by different teams. While there is no disputing the fact that the non-standardized test types
have specific relevance to the program, they need to be clearly categorized or slotted into any of the
standard test phases to prevent confusion about when or why they occur.

Given below is one of the more suitable ways of categorizing test phases and test types for large
programs.

Test Phase Test Type mm Primary Objective
Unit Test Technical Unit Test Dev White-box testing at component level
Functional Unit Test Dev Dev Requirement driven testing at component level
Performance Test Dev Dev Component level performance tested by dev
System Test Smoke Test QA Func QA Application build stability and basic functionality
System Test QA Func QA Requirement driven testing at application level
Regression Test QA Func QA Prevent regression of functionality at application
level
Performance Test Perf Perf QA Performance of key user scenarios and batch
jobs at application level
SIT Smoke Test QA Func QA System integration readiness prior to SIT start
SIT {sys to sys) aA Func QA Integration of fewer systemns at a time
SIT {end to end} QA Func QA End-to-end business flows across multiple
systems as in production
SIT {day-in-the-life) QA Func QA Simulation of day-in-the-life or a business user,
testing with a day’s worth of data volumes
Regression Test QA Func QA Prevent regression of functionality at integration
level
Performance Test Perf Perf QA End-to-end performance or operational clock
across all integrating applications
UAT Smoke Test UAT Func QA Application or integration readiness prior to UAT
UAT UAT Business Test key business scenarios for business
confidence and go/nho-go decision
Regression Test UAT Func QA Prevent regression of functionality due to any
UAT defect fixes

6. Flexibility of Test Strategy and Governance

As a part of defining the QA methodology for the organization or the program, the definition of test phases
and test types involves not just the nomenclature, but also the definition of processes involved in the test
phases and test types. Definition of the test processes typically follows the industry-wide model of ETVX,
where the entry criteria, tasks and validations, and exit criteria are clearly defined for each test phase and
test type. The definition and monitoring of ETVX will be a part of the QA governance activities.

In the case of large programs, where the ETVX model would put to test is in defining its tolerance limits.
In other words, the maximum permissible deviations from the benchmarks should also be a part of the
ETVX, along with the approval mechanisms to effect the deviations.

Defining tolerance limits thus is a critical element of the governance process, without which QA
governance would run the risk of either degenerating into an ineffective control mechanism or be seen by
the other program teams as too rigid and non-pragmatic to meet the objectives of the program. It is a fine
line between ensuring effective process adherence and risking excessive rigidity.

A few examples of scenarios that will require guidelines to be published for permitting deviations are:

0 Can SIT Cycle-2 be allowed to start when you have defects open in SIT Cycle-1
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U Can UAT be allowed to start when SIT is not complete
i Can Performance testing overlap SIT, or should it walit till SIT is complete
U Should functional regression test be repeated if late Performance tuning changes get delivered

Such scenarios are very situational and it is very difficult to even come up with all possible scenarios.
Hence we ¢ a ngrdascripive with the solution as well. The least that can be done is to define a
governance framework that can quickly and effectively judge on such scenarios as they happen, avoiding
the bureaucratic traps.

7. Setting Up a Status Reporting Cadence

High executive visibility automatically means high emphasis on quick, accurate and integrated status
reporting. One of the most difficult aspects of a large program can be to get the status reporting right
that is, to get a single integrated view of the program status that is consistent with the status reported by
the individual teams that constitute the program. Silly as it might sound, in reality it can be a daunting
task. In a program, each team would create several status reports intended for different levels of
audiences, with different levels of detail.

As much time as it takes to roll up the project status bottom-up through the different levels, the thick and
fast churn of events in a large program shortens the shelf-life of the point-in-time reporting. It thus
requires careful planning of the timing of the entire status reporting cycle, starting from report
consumption, working backwards to report generation and roll up.

Each program is different and will need to define its own status reporting process. But there is no denying
that it needs to be defined globally for the program and not left to the choice of the individual projects or
teams.

The status reporting process should clearly spell out the following:
U The levels of report that will be required and their intended audience
U The objective of each of the report and its content
U The frequency and specific timing of each of the report
U The data sources for the reports and the process of report generation and publishing

What can really help is a visual representation of the reporting cadence that shows the different reports
with their expected timelines.
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‘ Daily Status Reports ‘

Given below is a suggested list of QA status reports optimized for maximum efficiency of reporting, with a
mention of the intended audience, frequency and key contents.

Report Audience Frequency & Key Contents
Timing

Daily Status Report — Project Managers, Daily Daily progress highlights
Detailed Dev, QA, Support End-of-day Planned vs actual progress summary
Teams Progress details in terms of test cases executed,
passed, failed, blocked
Defect breakups by status, by severity, by team
Defect ageing
Daily Status Report — Program Leadership, Daily Daily progress highlights
Summarized QA, IT and Business End-of-day Planned vs actual progress summary
Leadership Top risks and issues
Action plan to mitigate risks and issues
Top defects and their impacts
Weekly Status Report Program Leadership Weekly Weekly progress highlights
& QA Leadership Fridays Weekly planned vs actual progress summary
Top risks and issues
Action plan to mitigate risks and issues
Plan for next week
Monthly Operational Program Leadership, Monthly Review of QA monthly metrics:
Report QA & IT Leadership Second Test design & execution productivity
Mondays Environment stability

Defect distribution by issue type and by functional or
business area

Defect ageing analysis, defect leakage analysis, defect
reopen analysis

Root causes and lessons associated with the above
analysis.

What is equally important is to have a standard format for each of the reports. This goes a long way in
representing information in a uniform way across all projects in the program, making them more
actionable, and helping with the ease of consolidating the lower-level reports get into higher levels.
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8. Test Environment Planning and Management

Talking about dependencies, the single-most biggest dependency for QA in any project is usually the
availability and readiness of QA environments or landscapes (a cluster of connected application
environments required to perform integrated testing for a program release).

Readiness of test environment covers multiple facets such as ensuring the availability of the physical
application environments or servers, ensuring that the environments have the right application code and
configuration versions, ensuring that the environments have the required quality and quantity of data,
ensuring that the middleware and interfaces that form the plumbing between applications are connected
and ready, ensuring that the test team members have the right accesses to the application environments.

In a large program, while the above fundamentals still hold good, the environment management effort and
complexity gets accentuated as described in the following sections:

8.1lIntegration with Release Management Function

Due to the size and complexity of the program, at any given point of time, multiple releases of the
program would concurrently be in the testing phase, albeit not necessarily in the same phase of testing or
in the same QA landscape. Ensuring that each QA landscape has the appropriate code versions for the
release will be a critical QA environment management activity.

For this, the rules of collaboration between the QA environment management and release management
functions will have to be clearly defined. Depending on the organization, the release management
function could be at the organizational or program level. There could be several ways of collaboration, but
the common two models are: (a) release management is completely owned and performed by the
organizational/program level release management team for all environments including QA environments,
and the QA environment team merely governs the process for QA environments (b) release management
is owned by release management team, but performed by QA environment team for the QA
environments.

8.2Environment / Landscape Reservation

Often in large programs, due to cost reasons, not all environments can be dedicated or exclusive. In such
cases, the available environments are shared across multiple releases within the program, or sometimes
even with other projects outside the program. Hence, careful planning is necessary for reserving or
blocking the specific shared environments for a particular release. The environment sharing complicates
matters when an earlier release falls behind on schedule, impacting the environment availability for the
subsequent ones. Despite the above limitation, environment reservation is a basic requirement in a large
program. Given below is an illustration of the QA environment schedule that is owned and managed by
the QA Environment team.
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Project /
Landscape Release Test Phase
Landscape # 1 ERP Release 1 |SIT

App l/ Server 1
App 2/ Server2
App 3/ Server 3
App 4/ Server4
App 5/ Servers

4-Mar
11-Mar
18-Mar
25-Mar
1-Apr
8-Apr
15-Apr
22-hpr
29-Apr
G-May
13-May
20-May
21-May

ERP Release 2 |SIT

App 1/ Serverl
App 2/ Server 2

App 3/ Server 3
App 4/ Server4
App 5/ Server S

Landscape # 2 ERP Release 1 |Dress Rehersal m

App l/ Server 1l
App 2/ Server12

App 3/ Server 13
App 4/ Server 14
App 5/ Server 15

ERP Release 1 |UAT e ] |

App 1/ Server i1l
App 2/ Server12
App 3/ Server 13
App 4/ Server 14
App 5/ Server 15

ERP Release 2 |Dress Rehersal _

App 1/ Server 1l
App 2/ Server 12
App 3/ Server 13
App 4/ Server 14
App 5/ Server 15

ERP Retcase 2 [UAT 55 e

App 1/ Server 11
App 2/ Server 12
App 3/ Server 13
App 4/ Server 14
App 5/ Server 15

For the issues of environment conflicts and schedule dependencies quoted earlier, there are several
innovative solutions available today. Environment virtualization, cloud, and on-demand environment
provisioning tools are a few of them. The details of these topics are beyond the scope of this paper.

8.3Test Data Synchronization and Refresh

Yet another unique requirement of a large program is that SIT, and sometimes UAT too, requires the
various applications in a landscape to have synchronized data, without which the integrated business
scenarios will be difficult to test. In my experience, almost 40% of the effort involved in SIT, particularly for
the end-to-end business flow tests, goes for data readiness. Thus, it is a significant activity. Let us
examine how data readiness works in a program.

Most of the times, the base data in each application environment is set up by copying a slice of
production data. Synchronization would mean that all the production copies should be of the same or
nearly same date, so that the business flows between the systems do not fail for want of synchronized
data. This requires meticulous data planning. Though there are data management tools available, one
thing to remember would be that the tools can only simplify the mechanical and repeatable tasks of data
management.

The real challenge is more in defining the data requirements, that is, in identifying the right data sets that
fulfill the end-to-end business scenario needs. It will largely be a manual task, and will require a deep
understanding of the data integration design. The trick here is to create an exclusive Data Lead position
and staff it with the best person in the team, one who would have the understanding of the cross-system
data flows. This person then would drive integrated data planning sessions among the participants of SIT,
in which the data requirements are discussed and documented for each scenario. The Data Lead plays
the key role of bridging the gaps in understanding of data among the individual teams.

Once the requirements are clear, this is where the data management tools can help. Tools can be
explored for efficiency with the repeatable tasks of masking, sub-setting, archiving and so on.

Further, in the case of those application environments that are shared across multiple releases or
projects, care should be taken not to refresh the data without checking the impacts to the dependent
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projects or releases. The environment schedule that we discussed earlier can be leveraged to indicate
the data refreshes planned, helping teams to call out any adverse impacts well in advance. The below
chart illustrates the data refresh schedule embedded into the environment schedule.

0y 1
o e
G- el

Project / 3 _?
Landscape Release Test Phase
Landscape #1 ERP Release 1 [SIT

Appl/Serverl
App 2/ Server 2
App 3/ Server 3
App 4/ Server4
App 5/ Server s

4-Mar
11-Mar
18-Mar
25Mar
1-Apr
8-Apr
15-Apr
22-hpr
29-hpr
G-May
13-May
20-May
21-May

%

ERP Release 2 [SIT

Appl/ Serverl
App 2/ Server 2
App 3/ Server 3
Appd/fServerd
App 5/ Server S

Landscape #2 ERP Release 1 |Dress Rehersal m
App 1/ Server 11
App 2/ Server 12
App 3/ Server 13
App 4/ Server 14
App 5 /) Server 15

#***E:

¥ DD

& Data refresh

8.4Factoring Time for Smoke Test

A big mistake that several programs make is in not factoring sufficient time for smoke test of the
environment prior to SIT start. If system testing has preceded SIT as it would normally do, then smoke
test of individual applications would be less of an issue. However the middleware, that constitutes the
data transfer mechanism between the applications, would surely have been an untested area thus far.
Hence, smoke test of the data transfer mechanism would fit in right at the start of SIT, and the actual SIT
cannot start until the smoke test is completed and data flow is established. One challenge with getting the
integration to work would be the multiple layers of technology involved in the middleware, with each layer
possibly owned by a different development team. Fixing middleware issues thus involves a lot of triage
and analysis, with the issues often going around several times between the teams. A best practice
successfully followed for smoke test of integration is a war-room with the testers and development teams
seated around a table.

9. Defect Management

The importance of a well-defined defect management process for any project cannot be overemphasized.
Once a project or a release enters the testing phase, defects and the various defect metrics become the
central subject of almost all the project discussions and status meetings.

The different facets covered by the defect management process will include defect lifecycle, defect
severity definitions, defect triage meetings, defect metrics, defect reports, defect management tool and
the like.

With the premise that a robust defect management process is in place for a large program, there exist
several unique challenges in a large program that would require special treatment from a defect
management standpoint vis-a-vis a regular project.

9.1Defect Triage during SIT

Defect triages during the system testing phase involve fewer teams, more focused discussions, and thus
quicker resolution of defects. However, in the SIT phase of a large program, particularly when the big
end-to-end business scenarios get tested, the defect triage meetings would require development and/or
functional teams, in addition to the QA teams, from all the integrating application areas. The numbers
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become unwieldy and thet eams donodt think of it as thhnes triages t

meetings thus become counter-productive.

A recommended best practice is to have one or more dedicated defect managers for the program who
can drive and co-ordinate the defect resolutions across various teams, and an unambiguous method
defined to identify the top priority defects for the day.

The defect managers conduct the daily defect triage where the defects assigned top priority are
discussed. The triage is attended by the QA leads of all application areas, who in turn conduct focused
defect-based discussions with the development and/or functional leads of the relevant application /
business areas. The QA, development, functional and business leads are educated on the need to keep
the defect information up-to-date in the central defect management tool. The defect managers do periodic
follow ups during the course of the day with the assignees of the defect.

9.2Defining Defect Turnaround SLAS

Defect aging is a vital metric that indicates the overall defect management efficiency in a program. At a
granular level, it is a combination of the efficiency of the triage process itself, the efficiency of the
development teams to turnaround fixes and the efficiency of the QA teams to re-test the fixes. While QA
has control over triage and re-test, fix turnaround is not within its control. Nonetheless, fix turnaround time
has a big i mpa c tgetthougithedprnnediiesticaverage withdn its stipulated time.

us

Any attempt by QA to define organization-level or program-l e v e | defect turnaround

would meet with a lot of resistance from the development teams involved. This is primarily due to the fact

t hat SLAb6s typically have contractual i mplications

contracts had defect SLAGS buil't into thengetthet
development teams to agreet o S.LTRi$i s where QAb6s fAindependenceo

structure would come to help. QA will require the Program Sponsor or Organization Leadership to exert
its influence to come up with a solution that is mutually acceptable to both development and QA teams.

One approach would be f or QA to publish the expect edinsttadmofnar ound

termingthemA SLAs 0. The ageing of the def-wisetageingveparts doult e

be published periodically against these guideline values as the benchmark. Though this approach would
lack contractual or legal muscle, it can prove to be quite effective in improving the ageing because of the
transparent and actionable information it provides to the program management.

9.3Usage of Severity and Priority

Generally, the usage of severity and priority of defects is not very well understood by QA and by the other
teams in the program. By industry-standard definitions, severity refers to the impact to business, and
priority refers to the impact to the test team. In the context of a large program, confusion often is over
which parameter should drive defect resolution by development team i should it be priority or severity. A
recommended best practice would be as follows. In the initial stages of the testing phase, in the interest
of early defect detection, QA teambs ai mn theshortdst
possible time. Here the priority of defects should drive the defect resolution. In other words, in the early
stages of testing, it is more important to fix defects blocking big chunks of test cases, thus paving the way
for more functionalities to be flexed early. At this stage, fixing defects that would have a large business
impact in production but a minor testing impact, would be second priority. As testing approaches the exit
gate of a test cycle or a test phase, severity and priority would converge, that is, high severity is what
would be high priority as well. In other words, to exit a particular test cycle or test phase, it is more
important to close the defects that would have bigger business impact.
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10. Regression Model

Quoting standard QA text, regression testing is testing done to ensure that the code has not regressed
due to the changes made. In large programs, this generic definition will require to be made more specific
with respect to the scope, ownership and methodology of regression i which we will collectively refer to
as the regression model.

10.1 Scope of Regression

When there are multiple releases occurring in a program, there are two different views of regression
possible. The first view considers the scope of regression to be all functionalities up to and including the
just previous release. The second view expands the scope of regression to include even the
functionalities of the current release, to be regression tested post SIT and UAT defect fixes. While the
second v ieehnically smecodect based on what point in time used as reference, it is uncommon.
Regardless, the scope of regression 7 as excluding current release functionalities or including current
release functionalities 7 will need to be spelt out at the outset.

A reason why the scope needs to be delineated as above is because the scope under the two views may
fall under two different QA teams, which could be two different vendors in some cases. In large programs,
due to the large size and scope of regression, it is normally handled by a separate team, which is not the
SIT team. The i d e d i cregtessidmteam thus would be responsible for the scope under view #1,
whereas the SIT team would be responsible for the scope under view #2.

10.2 Ownership of Regression

The above mentioned model is just one model of scope and ownership split. Under this model, there is
surely more focus and coverage on regression, but at a proportionately higher cost, and sometimes with
lesser agility due to knowledge transition required between SIT and regression teams for the newer
functionalities.

There are alternate models possible, addressing the negatives mentioned above. For example, in some
programs, there may not be a fAndedicatedodo regre
regression responsibility. While this avoids the need for knowledge transition from SIT to regression team
for newer functionalities, and results in cost efficiencies, the SIT priorities diminishing regression focus is
a realistic risk to be weighed.

A hybrid of the above two models is the third alternative. The regression model thus is dictated by
parameters such as focus, agility, cost and risk desired.

10.3 Methodology of Regression

In any project, best practice recommends that there ought to be a continuous regression phase and a
final regression phase. Continuous regression phase runs parallel to SIT, UAT and Performance test
phases. Final regression occurs after the SIT, UAT and Performance test phases have concluded, and a
code freeze is enforced.
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The challenge is that in most programs code freeze remains idealistic, and never happens in reality,
unless if it is a truly critical project. Due to time pressures SIT, UAT and Performance test phases slide
and cut into the code freeze phase, in turn making final regression redundant.

The regression strategy in such a case will be to try and minimize the risk of late SIT, UAT or
Performance defects. One approach here is to perform shorter impact-based regression cycles towards
the end of regression. The impact-based cycles would focus on regression impacts of the SIT, UAT and
Performance defects found during the intervals of regression.

11. Performance Testing

To wrap up this paper, we will now discuss the challenges associated with Performance testing in the
context of a large program.

11.1 Integrating Performance

It is a well-known fact in QA circles that Performance testing is considered the poor cousin of Functional

testing. Performance testihgdoesnét get the attent isystamtestingahd sygemves, at
integration testing are nearly completed, and Performance testing comes into the critical path of the

project or release.

This can be a costly mistake in any project, and more so in a large program, because the large scale
integration involved can compound the performance issues multifold. It requires Performance testing to
be integrated fully with the program, just as the rest of QA is, right from the early phases. All the
integration aspects mentioned in the earlier sections of this paper, namely, the org structure,
interdependency meetings, integrated status reporting, test nomenclature, governance framework,
environment planning and defect management would be as applicable to Performance testing as they are
to the other test phases, although the environment requirements and test processes for functional and
Performance testing are different.

To quote a successful best practice in this area, it is called the one-face-QA model. It is a specific org
structure arrangement to ensure that the integration truly happens on the ground. In the model, for each
project under the program, there will be a single overall QA manager, who would be accountable for the

Excerpt from PNSQC 2013 Proceedings PNSQC.ORG
Copies may not be made or distributed for commercial use Page 17



integration of all phases of testing happening in that project, even though different test phases could be
the accountability of different teams or vendors. This will make sure that Performance does not get left
out of the loop in any of the program changes or communications.

QA Program
Manager
Perf QA Mgr Regr QA Mgr
PM PM : PM
| l ! § l
i | i i | H
QA Proj Mgr QA Proj Mgr QA Proj Mgr
(1-face QA) (1-face QA) 5 (1-face QA)
ST/ SIT Regr Perf ST/ SIT Regr Perf ST/SIT Regr Perf
Team Team Team Team Team Team Team Team Team
App / Bus Area / Project 1 App / Bus Area / Project 2 App / Bus Area / Project 3

11.2 Performance Requirement Gathering

Yet another challenge confronting Performance testing in large programs is that performance requirement
gathering process is often found to be rudimentary. The reasons are many. The relative lack of
importance associated with Performance testing compared to Functional testing is surely a factor. There
are inherent difficulties too. Performance requirements are harder to define, especially when the systems
or their components are new, and thus lack historical data to provide a reference. Solution architects and
business are unsure about the average, peak and breakpoints transactions loads and user volumes to be
expected. Requirement definition in such cases turn into a trial-and-error, with the values being revised a
few times based on the actual test results observed. This approach causes much rework and pushes the
Performance test timelines very close to the deployment dates.

Performance requirement gathering process thus needs to be made more sophisticated. Workshops
involving solution architects, business and performance engineers are a good way to avoid the
uncertainties associated with understanding and defining of performance requirements. The workshops
can be complemented by analysis of production performance data gathered through a pre-defined tool-
based production monitoring process.

11.3 Application Performance vs. Operational Clock Performance

One thing unique to large scale integrations is that individual application performance is only half the
battle. When several applications integrate, the end-to-end performance of the business process flows
and batch job schedules (referred to as operational clock) are equally critical. The former does not
automatically guarantee the latter. Operational clock performance requirements will have to be separately
defined and tested for.
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12. Conclusion

The paper is an elaboration of the unique challenges associated with administrating QA for large-scale
system integration programs such as ERP implementations. The emphasis is on highlighting how the
characteristics of a large IT program influence the application of QA processes and principles vis-a-vis
small and medium IT projects.

Alongside the challenges, a number of the best practices and solutions have been discussed too, mostly
based on the authord successful prior experience. However, the best practices and solutions are by not
meant to be prescriptive. Each program is different, and there can be several alternate solutions possible
for the challenges.

Several of the topics discussed would qualify as excellent materials for detailed analysis and study, and
thus contribute to the expansion of the QA body of knowledge, particularly in the area of QA program
management.

13. Glossary
DSR Daily Status Report
ERP Enterprise Resource Planning
ETVX Entry Task Validation Exit
IPP Integrated Program Plan
IT Information Technology
PM Project Manager
PMO Project Management Office
QA Quality Assurance
SDLC Software Development Life Cycle
SIT System Integration Test
SLA Service Level Agreement
UAT User Acceptance Test
WSR Weekly Status Report
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